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1 Introduction

Kicking off New Trade Theory, Krugman (1979) demonstrated that increasing returns and a taste for
variety enable Pareto-improving international trade, even in the absence of comparative advantages.
Specifically, he established that symmetric countries are better off under free and costless trade than
in autarky. In this paper we explore the contingency of this seminal finding. Relaxing symmetry,
we show that a country, A, is strictly better off in autarky than under free and costless trade,
when the productivity of its trading partner, B, is low. Here, ‘free trade’ refers to the absence of
revenue-generating tariffs, ‘costless trade’ refers to the absence of (non-revenue-generating) iceberg
trade costs, and ‘productivity’ refers to the reciprocal of marginal costs.

Our argument hinges on two key observations. When choke prices are finite:
1. Trade increases the scale of production, reducing the number of domestic varieties.

2. Consumer surplus is enjoyed only on infra-marginal units of a variety, with surplus increasing

approximately quadratically with consumption.

These elements interact as follows: When productivity in country B is low, its firms export
little, curbing the consumption of infra-marginal units of foreign varieties in A. As a result, country
A’s gains from trade are small, becoming second-order in the limit. Meanwhile, households in A
consume many infra-marginal units of domestically produced varieties, so the welfare loss from a
drop in domestic varieties is first order. With first-order losses outweighing second-order gains,
country A is better off in autarky than under free and costless trade when productivity in B is low.

More succinctly, in general equilibrium (GE), imports create an externality that atomistic house-
holds fail to internalize: collectively, they drive out domestic varieties, causing a first-order social
loss. When B’s productivity is low, this loss outweighs the private, second-order gains from trade.
Therefore, country A benefits from banning trade altogether, even when trading is free and costless.
While A gains from switching to autarky, B loses.

Our result hinges on the assumption of finite choke prices, making it inapplicable to CES
preferences. Under finite choke prices, increasing productivity in B from zero reduces the number
of domestic varieties in A while keeping the output of surviving varieties unchanged. In contrast,
with CES preferences, higher productivity in B lowers the output of domestic varieties in A but
leaves their number constant.! This distinction is critical. In the first case, A loses domestic varieties
that, as a whole, generate strictly positive surplus per dollar (SPD), while gaining marginal (‘first’)

units of new foreign varieties with only second-order SPD, because their utility equals their price.

!Strictly speaking, this only holds for symmetric CES preferences. See Section 4 for details.



Thus, A is worse off. In the second case, A sheds ‘last’ units of domestic varieties that yield second-
order SPD but gains ‘first’ units of new foreign varieties that, due to the infinite choke price, yield
strictly positive SPD. As a result, A is better off.

Our assumption of finite choke prices implies decreasing elasticity of substitution near zero.
This is the standard case, giving rise to intuitive pro-competitive effects of market entry, such as
lower prices and reduced mark-ups (see, e.g., Zhelobodko et al., 2012). Under these conditions,
monopolistic competition results in insufficient scale and excess variety, as firms limit supply to
sustain higher prices (see, e.g., Dixit and Stiglitz, 1977). This makes our explanation for autarky
trumping free and costless trade paradoxical: starting from excess variety, how can reducing variety
diminish welfare in country A7 The resolution lies in distinguishing between two distinct trade-
offs. In autarky, optimal variety reflects a balance between variety and scale. In contrast, the
preference for autarky over free and costless trade hinges on the trade-off between domestic and
foreign varieties. These trade-offs are, essentially, orthogonal.

One might expect that country A would also fare better in autarky than under free and costless
trade if B’s fixed-cost efficiency—the reciprocal of the fixed cost of production—is sufficiently low.
After all, in the limit as B’s efficiency approaches zero, country A once again lives in autarky and
in free and costless trade simultaneously, and a small increase in efficiency from zero initiates trade.
Despite the apparent similarity with the low-productivity scenario, in this case, country A does
benefit from a trade-initiating increase in efficiency. The key difference is that low productivity in
B discourages scale, whereas low efficiency promotes it.

The paper is organized as follows: The remainder of the Introduction reviews the relevant
literature. Section 2 presents a generalized version of Krugman (1979) that allows for asymmetries
between countries. Section 3, the core of the paper, starts with a simple example before presenting
the general result and its intuition. Section 4 examines CES, while Section 5 explores the effects

of low fixed-cost efficiency in B. Section 6 concludes. Proofs have been relegated to the Appendix.

Related Literature Beyond Krugman (1979), the most relevant antecedents of our work
are Kokovin et al. (2022) and Morgan et al. (2020). These papers, which focus on trade costs,
argue that Krugman’s emphasis on the dichotomy between autarky and free and costless trade
is restrictive, overlooking important non-monotonicities in between. They find that when trade
begins due to a fall in trade costs, welfare declines in both countries. Still, free and costless trade
remains preferable to autarky. Our analysis demonstrates that focusing on symmetry is similarly
restrictive: it overlooks the fact that autarky can dominate free and costless trade, at least for one

country.



One may wonder why our finding, as well as the one by Kokovin et al. (2022) and Morgan et al.
(2020), has gone unnoticed for so long. The key lies in a pivotal shift between Krugman (1979) and
Krugman (1980): the introduction of (symmetric) CES utility. This assumption enabled closed-
form solutions and became integral to most New Trade and ‘New’ New Trade models. However, it
also introduced two peculiar features—constant markups and infinite choke prices. Infinite choke
prices imply that trade occurs for all iceberg trade costs, eliminating the initiation of trade and
preventing autarky from outperforming free and costless trade. Hence, the widespread reliance on
CES likely concealed the existence of both types of ‘Bad Trade.’

While CES utility has long dominated the trade literature, its limitations are increasingly
recognized, as highlighted by Dhingra and Morrow (2019). Extending Dixit and Stiglitz (1977)
to heterogeneous firms, Dhingra and Morrow compare CES with utility functions that allow for
variable elasticity of substitution. Focusing on autarky, they show that the market generates
optimal variety if and only if utility is CES. This is because CES leads to constant markups, making
prices proportional to both marginal costs and marginal utility, which aligns with social optimality.
Outside of CES, Dhingra and Morrow find that the market generates various distortions.? However,
as we have argued, the distortion between scale and domestic variety is essentially orthogonal to
the distortion between domestic and foreign varieties.

Finally, our paper builds on Venables (1982), who studies a small open economy that exports
a homogeneous good under constant returns to scale, while importing differentiated goods that
compete with a local monopolistically competitive industry. Assuming domestic firms cannot ex-
port, trade displaces local varieties, and Venables analyzes the welfare implications of this process.
Having foreclosed general equilibrium effects, he finds that trade raises welfare if and only if the
elasticity of utility of the foreign variety is lower than that of the displaced domestic variety. We
uncover the same condition in general equilibrium, because marginal changes in B’s productivity

near zero leave the domestic price level unchanged.

2 Model

Our model generalizes Krugman (1979), allowing for general asymmetries between countries.

?Dhingra and Morrow distinguish between ‘aligned’ and ‘misaligned’ incentives, depending on whether the elas-
ticities of utility and marginal utility have derivatives with the same sign. Our Lemma 1 implies that incentives are
aligned when elasticities are monotone.



2.1 Setup

There are two countries, A and B. For concreteness, we take the perspective of country A. The
situation for country B is the mirror image. Country A has a fixed mass L4 > 0 of households and a
variable mass n4 > 0 of active firms. The mass of potentially active firms is unbounded, and market
entry occurs until the marginal firm just breaks even. Rivalry between firms is monopolistically
competitive. FEach household inelastically supplies one unit of labor and, using labor as the only
scarce input, each active firm i4 € [0,n4] produces a differentiated good, also denoted by i4. We
refer to these differentiated goods as varieties. While labor is domestically supplied, firms can sell
their goods both domestically and abroad. When exporting from A to B, a firm incurs no cost and
pays no tariffs.

The utility maximization problem of a household in country A is given by

max, - Uy = iZA:() v [z, dia + LZBZO va lzig] dip )
st. [ o pinziadia+ [P0 sipzipgdip = Ia .

Here, z;,,2;,; > 0 denote quantities of domestic varieties 4 and foreign varieties ip, respectively,
while p;, and s;, denote their prices. Household income is I4. The sub-utility function, v [-],
is twice differentiable with v4 [0] = 0. Furthermore, 0 < /4[] < oo, —oc0 < v} [] < 0, and
lim, o v [2] = 0. Finite marginal utility at zero implies that each variety iy, k € {A, B}, has a
choke price, i.e., a finite price above which households stop consuming that variety.®> Households
have a taste for variety. To see this, notice that, jointly, v4 [0] = 0 and concavity of vy [] imply
that nvy [z/n] is strictly increasing in n for all n, z > 0.

Let €/, denote minus the elasticity of marginal utility v/, with respect to z, i.e., v, [2] =
—zvy [2] /v)y [2]. Slightly relaxing Krugman (1979), who assumes that €,/ is strictly increasing
everywhere, we assume that £,/ is non-decreasing for z > 0. Since &/, [0] = 0, whereas Eu, [[] is
strictly positive for z > 0, non-decreasingness implies that €/, [[] is locally strictly increasing at
z = 0.

Let ,, denote the elasticity of utility v4 with respect to z, i.e., &y, [2] = 20y [2] /va[z]. For

future reference, we state the following technical lemma, whose proof can be found in the Appendix.
Lemma 1 ¢,, [] is non-negative, strictly decreasing, and lim,_o¢e,, [2] = 1.

The utility maximization problem in (1) yields the following first-order conditions (FOC). For

3Notice, however, that a variety’s choke price is not a constant; it is increasing in the prices of other varieties.



(iAviB) € [O,HA] X [O,TZB],
/ &) e Q) / &) e D
Vg lziy) = Aapiy if ziy > 0, and v [zig5] = Aasig if ziy > 0. (2)

Here, A4 € (0,00) denotes the Lagrange multiplier on the budget constraint, i.e., the shadow price
of income, I4. Since the Lagrangian is equal to the marginal utility of income, the marginal price
index (that is, the cost of an additional ‘util’) is P4 = 1/A4, 0 < P4 < co. Notice that demand
for each good is only a function of its own price p;, (or s;, for foreign goods) and the marginal
price index P4. In other words, P4 is a ‘sufficient statistic’ that encodes not only for the effect on
demand of the prices of all other goods—domestic as well as imported—Dbut also of income, 4.

Other than producing different varieties, firms are identical within each country. Let y;, > 0
denote the quantity of variety i4 that firm iy sells in the domestic market (i.e., in A), and let
x;, > 0 denote the quantity of i4 that it sells abroad (i.e., in B). We say that a firm is active if
Yig + i, > 0.

Expressed in domestic labor units, firm i 4’s cost function is

Calyin + iyl = Fa+ca(yiy +xiy) -

Here, Fy > 0 denotes the fixed cost of operating (i.e., being active), which is sunk, and c4 > 0
denotes the constant marginal cost of production. As is customary in the literature, we work
with ‘productivity’ ¢4 = 1/c4 € (0,00), rather than with c4 itself. Similarly, we work with
$y = 1/F4 € (0,00) and refer to it as as fixed-cost ‘efficiency.” To transform the labor cost
Calyi, + xi,] into monetary units, it must be multiplied by the domestic wage rate, wa > 0.

The inverse-domestic-demand curve for variety ia, pi, [i,, Pa], is found by aggregating the
(binding) FOCs P4v’ [2i,] = pi, in (2) over all households in A and using that demand must equal
supply, y;,. Similarly, the inverse-foreign-demand curve s;, [z;,, Pg| is found by aggregating the

FOCs Ppv [zi,] = si, over households in country B. This yields
Pia [Yia> Pa] = Pavly [yis/La] and si, [vi,, Ps] = Ppvp[zi,/Lp] - (3)
Firm i4’s revenues from home-bound production y;, and exports z;, are

Ralyis] = Pavly [yin/Lalyi, and Rp [z;,] = Pvp (i, /LB] iy ,



respectively. Its profit, m;,, is

Tiy = Ra Wiy + Rp [wi,] —waCalyiy +xiy] -

Since firms are atomistic, individually, they do not influence wages wa or price levels P4, Pp.

Hence, the FOC for optimal y;, is
’ (=) . =
FOCyiA PRy [Yial = wa/daifyi, > 0, (4)
where marginal revenue, R/;, can be written as

R [Yia) = Pavls [9ia /La) (1= 20, [y /L) - (5)

We say that a solution to an FOC is interior, if the FOC holds with equality. (Thus, in (4),
interiority does not necessarily preclude y;,, = 0.) The FOC in (4) simply states that, at an interior
optimum, marginal revenue equals marginal cost. The FOC F OC:,;Z.A for z;, and its interpretation
are analogous. Observe that marginal revenue, R} [], k € {4, B}, is strictly decreasing. Hence,
the FOCs have at most one solution, and the SOC for a maximum is satisfied.

We denote firm i4’s optimal quantities by ¢;, [Pa/wa] and Z;, [Pe/wa]. Depending on the
domestic wage w4 and price levels P4, Pp, and conditional on being active, the firm either enters
market k € {A, B} and produces the unique interior maximizer for that market, or it stays out and
produces zero. Since optimal quantities are uniquely determined, all firms in country A behave
identically, such that we need only keep track of the number of active firms, n4, and not their
identities, i4 € [0,mn4]. With slight abuse of notation, we write ya, pa, 4, 4 fOr Ui, Piy, Tiyy Sig-

In the interior, (4) can be written as

_pa—wa/ba (©)

e, [J4/L 4] or

Since €, [0] = 0, we have 0 < &, [§a/La] < 1-—a property we rely on throughout. Similarly,
0<e,, [#4/Lp] < 1. Solving the equality in (6) for p4 yields

__ wa/9,
1—ey, lya/La]

(7)

pA



Thus, in the interior, the optimal markup over marginal cost, denoted by ma, is

o . ey, [94/L4A]
ma [yA] = 1_ gle [Z)A/LA] —-1= 1— 51}% [@A/LA] . (8)

Notice that m4 [-] is weakly (strictly) increasing at 94 (i) 0. The expressions for s4 and mp [£ 4]
are analogous and have the same properties.

Beyond paying fixed cost 1/®4 > 0, there are no barriers to becoming active, nor to ceasing
activity. Hence, in equilibrium, the number of active firms, n,a, is such that the marginal firm
makes zero profit. Because firms are symmetric within a country, this means that all firms make

zero profit, i.e.,

A =TRalyal + Rplra] —waCalysa+x4]=0. (9)

Notice that n4 and np do not directly enter into the zero-profit condition (9)—that is, the number
of firms only affects 74 indirectly, via price levels and wages.

While households are the ultimate owners of firms, firms make no profit in equilibrium. Hence,
household income, 14, only consists of wages: 14 = w4. Substituting this expression back into the

budget constraint and using market clearing yields country A’s budget balance equation
naRa[ya]l + npRp[vp] = wala , (10)

which equates total expenditure (LHS) with income (RHS).

Labor market clearing requires that
nACa[ya+zal = La . (11)
Finally, to close the model, we impose balance of payments,
nARp[xa] =npRalzp] . (12)
This means that the value of country A’s exports, naRp [z4], is equal to its imports, ngR 4 [xp].

2.2 Equilibrium

Equilibrium consists of a tuple (P, wi, nk) e (A,B} of price indices Pk, wages wg, and numbers of
active firms ny, inducing optimal quantities g [Py, w], Zx [P, wg], and prices pg [k, Pk, sk [Zk, Pl

[ # k, such that zero profits (Z Py, (9)), budget balance (BBy, (10)), labor market clearing (LM,



(11)), and balance of payments (BP, (12)) hold. In line with Walras’ Law, one of these (pairs of)
equations is redundant. To see this, substitute LM} and BP into ZP; to find BBj. Equilibrium

is thus characterized by the following system:

For k,l € {A,B}, | # k,

ZPy:  Rilye] + Ry 2k = wiC Uk + Tk
LMy, . npCy [gr + 23] = Ly, (13)
BP: nARB [{IAZA] :TLBRA [.’i‘B] .

This system contains five equations—BP and two each of ZP, and LM;—and six unknowns—
Py, wi, ng, k € {A, B}. To solve the system, we normalize wy = 1.
The next proposition, whose proof can be found in Morgan et al. (2023), establishes existence

of equilibrium.*

Proposition 1 FEquilibrium exists and entails trade.

Since % > 0 in equilibrium, FOC,, holds with equality, & € {A, B}. On the other hand,
FOCy, may be slack, as g, can be zero. Substituting the expression for p; and sj from (the analog

of) (7) into Z Py, yields, after minor rewriting,
Z Py s [Gx] G + mu [2] B = /P, - (14)

Observe that the equality holds even when FOC),, is slack, i.e., when g, = 0. We denote autarky
values by a tittle, *’. The autarky value for home-bound production, g, is found by setting & =0

n (14). Since my [-] is increasing and my, [0] = 0, ¥ is the unique solution to
my [Yr] 9k = S/ Pr - (15)

3 When Autarky Trumps Free and Costless Trade

Krugman (1979) demonstrated that free and costless trade Pareto-dominates autarky. Here, we
show that this is an artifact of assuming that countries are symmetric: if we relax this assumption,
a country may be better off in autarky than in free and costless trade.

The remainder of this section is organized as follows. First, we present a simple example. Then
we establish our main result, showing that our example is, in fact, generic. Finally, we develop an

intuition. To simplify notation, we suppress the circumflex on 4 and .

4In a recent paper, Slepov and Kokovin (2023) prove equilibrium existence for more than two countries.
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Figure 1: Example of Section 3.1. The figure depicts firm-level outputs (left panel), the number
of firms (middle panel) and utility (right panel) as a function of productivity ¢g. Preferences are
Pollak, v [z] = (z +7)” — ~4”, with v > 0.

3.1 Example

Countries A and B engage in free and costless trade, as described in Section 2. Except for their
productivities, the two countries are symmetric. Keeping productivity in country A fixed, we trace
out equilibrium as ¢ g increases from zero in the limit to a value somewhat greater than ¢ 4. Plotting
Ua, we find that utility of households in A is U-shaped in ¢ 5. In particular, U4 is downward sloping
at ¢p = 0. Observe that, all along this curve, trade is free and costless. However, at ¢5 = 0, the
two countries also live in autarky, for the simple reason that country B no longer produces anything.
Slightly increasing ¢ 5 from zero ends autarky but maintains free and costless trade. Since Uy falls,
this means that, in a right-neighborhood of ¢5 = 0, country A is strictly better off in autarky than
in free and costless trade.

More specifically, to generate Figure 1, we let v [z] = vp[z] = (v + z)% — ’y%, ~ = 10. These
so-called Pollak preferences have finite choke prices if v > 0 and reduce to CES for v = 0. Country
A has productivity ¢, = 1, while country B’s productivity, ¢p, varies from just above 1 to 0.
Otherwise, the two countries are symmetric and parameterized by ®4 = &5 = 1074 and L =
Lp = 10°.

As a function of ¢g, Figure 1 depicts: (i) per-firm output for the home market, 34, yp—solid
lines, left panel; (ii) per-firm exports, x4, xp—dotted lines, left panel; (7ii) the number of firms,
i.e., varieties, n 4, np—middle panel; and (7v) utility Us—right panel. Up, which has been omitted,
equals Uy for ¢ = 1 and, as ¢p falls, drops fast toward zero, visually dwarfing changes in Ug4.
Autarky production 94, number of firms 7.4, and utility U4 are shown for reference by dashed lines.

When ¢ =1 = ¢4, countries are symmetric, and their equilibrium quantities and utilities are
identical. Furthermore, y;, = x1, k € {A, B}, owing to trade being free and costless. As productivity

¢ decreases, per-firm exports x 4, zp fall in both countries, as does home-bound production yp in

10




the less productive country, B. Since yp and xp both decrease, so does the scale of production,
yp+xp—a logical response to lower productivity. Scale y4+x 4 in country A also contracts, despite
yA going up. This is line with the common finding that a fall (rise) in trade reduces (increases)
scale.® For A, a reduction in scale with unchanged costs implies that the number of firms, n4,
unambiguously rises. By contrast, as ¢ drops, np tends to decrease. This means that, for B, the
direct effect of a decrease in its productivity—mnamely, greater use of labor—dominates the indirect
effect—namely, the reduction in scale associated with a fall in trade.

In B, home-bound production yp drops to zero at ¢5 = 0.3. That is, for ¢5 < 0.3, domestic
varieties are so expensive that households in B stop consuming them; they are for export only. As
¢p falls further, zp and np continue to decrease, until xp = np = 0 in the limit for ¢5 — 0. At
that point, country B produces zero output and both countries live in autarky.

Finally, and most importantly, notice that U4 is U-shaped in ¢z, converging to autarky utility
Uy as ¢ — 0. As a result, in this example, country A is strictly better off in autarky than in
free and costless trade for all ¢ € (0,0.2). Starting from ¢p = 0.5, say, and decreasing, U4 drops
below Uy at ¢ = 0.2 and, as ¢ continues to fall, utility never fully recovers, except in the limit.

In the next section, we show that U-shapedness of U4 in ¢ 5 is a general property in the Krugman
model. Together with convergence to autarky for ¢ 5 — 0, this implies our central claim, namely,

that autarky trumps free and costless trade when facing a low-productivity trading partner.

3.2 The Result

For concreteness, we take again the perspective of country A. Fixing model parameters other than
¢p € (0,00), let Uy [¢p] denote utility in A as a function of productivity in B. The following

theorem summarizes the main result of the paper.

Theorem 1 (Autarky Trumps Free Trade) A country is strictly better off in autarky than in
free and costless trade, when the productivity of its trading partner is sufficiently low.

Formally, Uy > Uyx [ppg] in a neighborhood of ¢ = 0.

The proof of Theorem 1, which has been relegated to the Appendix, consists of two parts. In
the first part, we show that limy, .o Ux o] = Ua. That is, when country B becomes wholly

unproductive, countries end up in autarky. This is intuitive and easy to prove. Since all equilibria

’The positive relationship between trade and scale (firm size), relies on increasing e,,, which we, along with
Krugman (1979), have assumed. Zhelobodko et al. show that e,/ increasing is, in fact, the ‘normal’ case, giving
rise to intuitive, pro-competitive effects of market entry, namely, lower prices and mark-ups. Conversely, decreasing
€, has the opposite effect. Under symmetric CES preferences, firm size is famously invariant to trade (see, e.g.,
Krugman, 1980, footnote 3).

11



converge to this point, the implicit function theorem implies that equilibrium is unique in a neigh-
borhood around autarky. In the second part, which is more involved, we implicitly differentiate
the equilibrium system and show that limg,_.0dUs/d¢p < 0. Certain parts of this derivative go
to zero or blow up as ¢ — 0. Therefore, calculating the limit requires some careful collecting and
parsing of factors and terms. The insights yielded by these algebraic manipulations is, at times,
limited. Instead of going through the proof line-by-line, in the main text we develop a, partially
graphical, intuition for Theorem 1. To help the reader link the intuition to the proof, we reference

the relevant lemmas in the Appendix at appropriate times in the argument.

3.3 An Intuition

In this section, we develop an intuition for Theorem 1. In the limit for ¢z — 0, country A lives in
autarky and in free and costless trade. The latter claim is trivial, because our model has neither
tariffs nor trade costs. To see why A ends up in autarky, observe that B effectively ceases production
as ¢ — 0. Since B can no longer supply any goods to A, trade ceases. Consequently, x4,z — 0,
YA — YA, and limg 0 Us = Uy. (See Lemmas 3 to 6 in the Appendix for proofs of these claims.)

Starting from the limit and reversing course, a marginal increase in ¢ initiates trade. Impor-
tantly, in the new equilibrium, y4, pa, and P4 retain their original autarky values, at least to the
first order, while the number of domestic varieties, n 4, falls. To see why, implicitly differentiate
Z Py in (14) with respect to ¢p, yielding

dzr

(ma [ya] +my [yalya) % + (mp[xa] +mp [wa] xa) 7ol (16)

Lemma 12 confirms that dzs/d¢g remains finite as ¢ — 0. For future reference, we note that
this property critically depends on finite choke prices, or v’ [0] < 00.5 Since limg, .0ya = ya and

limg, .oxa = 0= mp[0], we find that

. o . dya
(ma [ga] +my [Ja] 9a) ¢1;r30 Qo = 0. (17)

Hence, limg,, .o dya/d¢p = 0. In turn, the constancy of y4 implies that P4 remains unchanged as
well, i.e., limg, 0 dPa/d¢g = 0. This follows from FOC,, in (4) with wa = 1. Finally, pa stays

constant because pa = Pav’y [ya/Lal.

Specifically,
, .
im —dxA = lim 24— L_B_UA/[O—]‘CA [94]
op—0dop op—0¢p  La vy [ya/La]

where the inequality follows from v’y [0] < co. See Lemmas 9 and 12.

(1+mafga]) <oo,

12
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Figure 2: Demand and consumer surplus with finite choke price (left panel) and infinite choke price
(right panel).

Although y4 remains unchanged, the scale of production in country A, y4 + x4, increases, be-
cause now 4 > 0. An increase in scale reduces the number of firms, because ng = La/Cx [ya + x 4],
which follows from LM, in (13). Thus, the adjustment in domestic goods consumption in A, fol-
lowing a small increase in ¢p from zero, occurs entirely through a reduction in the number of
domestic varieties, n 4, while the quantity per variety, y4, remains unchanged.

Having have lost access to some domestic varieties, in the new equilibrium, households in A
consume small amounts of a few foreign varieties. Otherwise, households’ circumstances have
remained unchanged. To see why exchanging domestic varieties in their entirety for marginal units
of foreign varieties is disadvantageous, consider the left panel of Figure 2. Areas I and I represent
household expenditure on a domestic and a foreign variety, respectively, while areas I'I1 and IV
correspond to the associated consumer surpluses. (In the left panel, notice that areas I and 11
partially overlap, while area II] fully contains IV.) Since choke prices are finite, the demand
curve intersects the price axis, making surplus ‘triangular.” As ¢ — 0 and zp — 0, surplus (IV)

shrinks quadratically, while expenditure (1) contracts linearly.” Therefore, the surplus per dollar

"To see that surplus, IV, shrinks quadratically, notice that both the base and the height of the triangle are linear
in xp. To see that expenditure, I, shrinks linearly in zp as zp — 0, observe that

d[spxp/La]  Pav'[zp/Lal B zp—0 Psv'[0]
dxp N La (1 oy [mB/LA]) T T I € (0,00) -
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(SPD) derived from a foreign variety, IV/II, vanishes. Meanwhile, as y4 — 94 > 0, the SPD from
a domestic variety, I11/I, remains strictly positive. Equivalently, this means that starting from
the limit and marginally increasing ¢p, the surplus gained from a new foreign variety is second
order, whereas the surplus lost from a displaced domestic variety is first order. Even though new
foreign varieties outnumber lost domestic ones, the few first-order losses dominate the sum of many
second-order gains.

A somewhat more formal analysis is as follows. Since the initiation of trade leaves the price level
P4 unchanged, general and partial equilibrium effects coincide for country A in terms of utility.
Thus, the displacement of domestic varieties by foreign ones makes households in A worse off iff it

lowers the average SPD, i.e., iff

v III 17 1

A4 . 1
T T S IIT+1v _ T+II (18)

The ratios I1/(I1+1V) and I/(I + I1I) on the RHS correspond to the ‘cost per util’ (CPU)
of foreign and domestic varieties, respectively. The inverse-demand curve is given by Pav/, [z].

Therefore,

B

II = spxp/La = Pavy|xp/Lalwp/La and II + 1V = /LA Pyv'y [2]dz = Pyv|xp/La] . (19)
0

The expressions for I and I + II1 are analogous. Substituting these into the RHS of (18) yields

vy [zp/Lalzp/La _ v [ya/Lalya/La
v[zp/LA va [ya/La]

< oy [w/Lal > €0y [ya/Lal. (20)

Recall that limg, .oya = 4 > 0 and limg__o2zp = 0, while we know from Lemma 1 that ¢, [2]
is strictly decreasing. Hence, the inequality in (20) is satisfied in the limit, explaining why the
initiation of trade leaves country A strictly worse off.

Notably, the inequality in (20) is identical to the condition found by Venables (1982) for when the
displacement of domestic varieties by foreign ones is disadvantageous. While Venables considered
an, essentially, partial equilibrium environment, here the condition extends to general equilibrium,
because small changes in ¢z near zero do not affect domestic prices and the price level, p4 and Pj.

The proof of Theorem 1 in the Appendix adopts more of ‘brute-force’ approach. Differentiating
Ua=navalya/Lal +npva[zp/La] with respect to ¢ yields

1 d d
+nAvf4 [yA/LA] L—Adiﬁ + @ [TLBUA [xB/LAH .

dn g

A~ ualua/La) G

dop
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Letting ¢ — O,

. dUa dn d
A, Tap — vAlia/Lal lim oo 2+ A oy, evales/Lall (21)

Here we have used that limy, .0 ya = 94 and limg, .o dya/dép = 0. In Lemma 18 it is shown that

d 1 dzB
lim —— [npvalzg/L = lim wvalzg/L —i—hmnva:L
¢B—>0d¢B[BA[B/ Al Jm alrp/ A]d% m BV [rB/ A]L o5
1Lp , 1Lp , Lp ,
=B -5 =2 . 22
QLAUA[ ]+2LA’UA[0] LA’UA[O] (22)
Observe that these derivatives are non-zero, despite lim¢BH0 ng = lim¢BH0 xp = 0, because
limg, odnp/d¢p = limy, o drp/d¢p = oco. Lemma 16 establishes that
L
lim 94 _ _Ls 7”14 o (23)
¢p—0 d¢B ya vy [9a/ L4
Substituting (22) and (23) into (21) and rearranging,
. dUA LB UA [O] LB ’ ( 1 ) LB ,
lm —=-—-———>-——+1+ —9,[0] = - 0] <0, 24
op—0 dop Laev, [ya/Lal  La Al0) fonUa/Lal ) Ta A Al0 (24)

where the inequality follows from €, [y4/L 4] < 1 (Lemma 1). Equation (24) reveals that the ‘Bad
Trade’ effect is locally increasing in Lg/Lp, y4, and v/y [0].8 The larger country B is relative to
A, the more its exports expand in response to a marginal increase in ¢ g, amplifying the negative
impact on A. Regarding 34, recall that consumer surplus grows quadratically, while expenditure
increases linearly. Hence, the SPD rises with ¢4, causing a sharper utility decline when foreign
varieties displace domestic ones. Finally, v/, [0] primarily serves as a scaling factor.

While switching to autarky benefits country A, it harms country B. The reason is that, for
small ¢ 5, home-bound production yp of firms in B equals zero, rather than gradually approaching
it as do x4 and zp (see Lemma 7 and Figure 1). Households in B cease consuming domestically
produced varieties, because they have become too expensive relative to foreign ones. In the absence
of infra-marginal units of y5, a switch to autarky forces country B to forego the somewhat-positive-
surplus units x4 for, on the margin, zero-surplus units yg. Consequently, country B loses from

autarky.

$While ¢4 is endogenous, it varies monotonically with ¢ ,/®4, which is exogenous.
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4 Why CES is Different

One may wonder why ‘Bad Trade’ in the Krugman model has remained unnoticed for so long.
Compared to Krugman (1979), Krugman (1980) introduced an additional assumption, namely,
symmetric CES utility v[z] = 2”, where 0 < p < 1. This assumption allowed for closed-form
solutions and became integral to most New Trade and ‘New’ New Trade models. However, CES
also has the singular property of infinite choke prices, or v’ [0] = cc.

Finite choke prices are critical to the proof of Theorem 1. Recall that limy, .o dya/d¢p = 0
hinges on v’ [0] < oo. With CES, by contrast, v'[0] = oo, and €, [0] = g,/ [2] =1 —p > 0 for
z € [0,00). In that case, ZP,4 simplifies to

L—p ¢
ZPy : T(Z/A+:EA) = q)—i :

Implicitly differentiating with respect to ¢z, we obtain

d
%[Z/AJNUA]—O-

Since limg , o dxa/dop > 0, it follows that limg, .o dya/dép < 0. Additionally,

dnA_ d l: Ly :l
dép — dop |Calya+ 4]

holds for all ¢, not just in the limit. L.e., the number of varieties in A is constant in ¢ 5. With finite
choke prices, recall that ¢g rising above zero caused n4 to adjust, while y4 remained constant.
With symmetric CES, by contrast, the opposite occurs: y4 adjusts while n4 remains constant.
Consequently, the trade-off central to Theorem 1—the exchange of domestic varieties as a whole
for marginal units of new foreign varieties—no longer applies. Instead, the trade-off shifts to one
between marginal units of domestic varieties and marginal units of new foreign varieties, keeping

the number of domestic varieties constant. We now show that this turns Theorem 1 on its head.

Proposition 2 Suppose utility is symmetric CES. Country A is strictly better off in free and
costless trade than in autarky, when its trading partner’s productivity ¢g is sufficiently low.

Formally, Ua < Uyx [pp] in a neighborhood of ¢ around zero.

To develop an intuition for Proposition 2, consider the right panel of Figure 2. Area [ represents
the cost of the ‘last’ unit, A (ya/L4), of a domestic variety, while /11 corresponds to the surplus

derived from it. Similarly, area I] represents the expenditure on the ‘first’ unit, xp/L 4, of a foreign
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variety, with IV corresponding to its surplus. Now, the CPUs are

II _U’[J:B/LA]:CB/LA_ <1
IT+1V  wvzg/La "5
and
I vy [2] - A(ya/La)

T 10T~ vlga/Eal — o la/La — A ga/Lay 128 A wa/la) = 0.

Hence, I1/(II +1V) < I/(I + III), meaning that the exchange of ‘last’ units of domestic vari-
eties for ‘first’ units of foreign ones reduces the CPU—or, equivalently, raises the SPD—benefiting
households in A.

However, this is only the partial equilibrium (PE) side of the story. With finite choke prices,
P4 remained constant when ¢g rose above zero, making GE equal to PE. With CES, by contrast,
Py declines, further benefiting households in A. This follows from y4 falling and FOC,,, in (4). In
fact, as limg, .0 dya/d¢p = —oo (Lemma 20), the decline in the price level is locally unbounded.
As a result, dUa/ddp is not merely positive but infinite in the limit (see Lemma 21).9

We suspect that Proposition 2 extends to asymmetric CES preferences, v [z] = 2P+, 0 <
pr < 1, k € {A, B}. However, we do not have a proof. Asymmetric CES lacks the analytical
tractability of both symmetric CES and of finite choke prices. Under symmetric CES, dU4/dég
can be computed in closed form and its limit is easily established (see Lemma 21). With ¢’ [0] < oo,
signing limg . .o dUa/d¢p is simplified by the fact that yp is constant and equal to zero for ¢p
sufficiently small. In contrast, asymmetric CES offers neither advantage. Signing limy .o dUa/d¢g
then requires implicitly differentiating the full system of equilibrium equations, solving for the
derivatives, substituting them into dU4/d¢p, and taking the limit as ¢ — 0. It also requires
determining the relative rates at which x4,yp,zp, and np approach zero and trading them off
against each other. We have not succeeded in doing that.

In the absence of a proof for the converse of Theorem 1, the following example demonstrates

the weaker result that Theorem 1 does not extend to asymmetric CES.

Example 2 Preferences are CES, vy [z] = zPk. The upper panels of Figure 3 depict per-firm output
and utility in country A as a function of ¢g for py = 0.5 < pg = 0.6. Analogous plots for the cases
pa = pg and py > pp are qualitatively similar and, therefore, omitted. The lower panels depict
the number of firms (varieties) as a function of ¢g for py = 0.5 < pg = 0.6, py = pg = 0.5, and
pa = 0.6 > pg = 0.5, respectively. All other model parameters match the main example in Section

3.1.

®Under CES, constant markup over marginal cost implies that p4 is invariant in ¢5. This also follows from
FOC,,.
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Figure 3: Example 2. CES preferences, vy [z] = zPk. Top row: Output and Ua for py < pg. For
pa = pr and p4 > pg, the figures are very similar and have been omitted. Bottom row: number of
firms (varieties) n with py < pg, pa = pr, and py > pg, respectively.

When ¢g = 0, both countries live in autarky. As ¢p rises above zero, trade begins and xp
increases. However, unlike with finite choke prices, the quantity of each domestic variety in A, ya,
declines sharply. This steep decline of ya is accompanied by a similar drop in the price level Py
(not depicted), which sharply boosts welfare in A. When py < pg—that is, when households in A
have a stronger taste for variety than those in B—both na and np fall. This contrasts with the
baseline model, in which na decreases while np rises from zero. When p,4 = pg (so that Proposition
2 applies), output and utility in A evolve as before with increasing ¢, but scale and variety remain
constant, i.e. dya+xa]/dég =0=dlyp + x| /dpg (not depicted) and na = ns =np. Finally,

when py > pp, both na and np rise with ¢p.

With asymmetric CES, neither n4 nor y4 remain fixed when ¢p exceeds zero—unlike with
symmetric CES or finite choke prices, respectively. Moreover, since n4 and ng move in the same
direction—rising or falling depending on whether p, < p,—the impact of increasing ¢z cannot be
reduced to a straightforward combination of the effects observed under symmetric CES and finite

choke prices.
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Figure 4: Example 3. Firm-level outputs (left panel), the number of firms (middle panel) and utility
(right panel) as a function of fized-cost efficiency ®p. Preferences are as in the main example in
Section 3.1.

5 Letting 3 go to Zero

Returning to our baseline model with finite choke prices, one might expect that country A also fares
better in autarky than under free and costless trade if fixed-cost efficiency ® 5 becomes sufficiently
small. This is because, in the limit, country A once again lives in autarky and in free and cost-
less trade simultaneously. Furthermore, a small increase in ®p from zero initiates trade. (These
assertions are intuitive and formally proved in Appendix B.) Despite the apparent similarity with
¢p — 0, Theorem 1 does not extend to this scenario. That is, country A may benefit from an

increase in ®p.

Example 3 Figure 4 depicts per-firm output, the number of firms, and utility as a function of fixed-
cost efficiency, ®p. The horizontal axis is in log-scale to facilitate visualization around ®p = 0.
Other parameters match the main example in Section 3.1.

As &g — 0, country B’s per-firm exports, xp, surge. Still, country A lives in autarky in
the limit, as np declines even faster, ensuring that npxg — 0. Unlike in the main example in
Section 3.1, but similar to CES, y4 and P4 (not shown) decreases rapidly in linear scale, while U4

increases. The number of domestic varieties na decline, whereas foreign varieties ng expand.

We conjecture that Example 3 generalizes, in the sense that country A always benefits from
small increases in ®p near zero. However, as with asymmetric CES and ¢5 — 0, we lack a formal
proof. Our argument is as follows. While low productivity ¢ discourages scale in B, low efficiency

®p encourages it—an intuitive outcome. Specifically,

-1

. -1 N .
q)l;@oxB—RA [0] /PA—av,A 1] > 9a - (25)
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(See Lemma 27. With Pollak preferences, 5;,:

only np and x4 rise, while zg, na, and ya decline, along with p4 and P4, which follows from

[1] = c0.) Example 3 suggests that as ®p increases,

FOC,,. These patterns suggest that a marginal rise in ®p affects A’s households as follows: (1)
As y 4 falls, households reallocate spending away from ‘last’ units of domestic varieties. In PE, this
is, at worst, welfare neutral since the SPD of these units is zero. In GE, the associated drop in
price p4 and price level Py strictly benefits A. (2) Although xp declines, in the limit, no money is
spent on foreign varieties, since lime ;.0 ppnprp = 0. So, the apparent ‘loss’ of xg does not harm
A. (3) Since limg 0 xp > 0, households now exchange domestic varieties as a whole for foreign

varieties as a whole. Revisiting condition (20), this is beneficial because
for [e 1] < eua [a/La)

which follows from decreasingness of €, [-] (Lemma 1) and (25). Overall, these effects suggest that
A benefits when ®p rises above zero.

As shown in Appendix C, Theorem 1 does not extend to small Lp either. That is, country A
may benefit when Lp rises above zero. However, we remain agnostic about the generality of this
result. First, we cannot rule out that there exist equilibria where A converges to a state other than
autarky as Lp — 0. Second, even if A converges to autarky, the welfare effect of increasing Lp
may be ambiguous. Nevertheless, we have yet to find an example where autarky trumps free and

costless trade for small Lp.

6 Conclusion

Krugman’s (1979) seminal model laid the groundwork for New Trade Theory. By relaxing the
assumption of symmetry between countries, we have derived a sufficient condition for a country to
be better off in autarky than under free and costless trade. This result critically relies on finite

choke prices and, as such, does not apply to CES preferences.
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A Proofs

Proof of Lemma 1:
Proof We suppress the country subscript. Non-negativity of &, follows from its definition and the
properties of v [-].

Recall that e,/ [] is strictly increasing in a neighborhood of z = 0 and non-decreasing everywhere

else. Therefore,

B —ZU”[Z]UZ:—ZU”[Z] ZU/ Z_CU”[C]U/
slvl] = Sl = =t [ o> [ =i

7T
- —/Ozcv”mdcz—(cv/[cﬂé—/ozv’mdc) — ] - 2[4,

where we have used that v [0] = 0. Now notice that

Eqy’ [Z] v [Z] =

while differentiating €, [2] and using (26) yields

d z2v'[2] (U [z]+ 20" [2])v]z2] — 20 [2)?

— = 5 <0
dz v|z] v (2]

This proves that &, [-] is decreasing.
Finally, using Hopital’s rule,
/ / 2
lim g, [2] = lim v = lim = 2] & v [2] 2 =1.
z—0 z2—0 v [Z] z—0 v’ [Z]

A.1 Proof of Theorem 1

To prove Theorem 1, we show that limgy , .o Ua = U4 and limg ., o % < 0. Jointly, the two results

imply the proposition. Concretely, the proof proceeds in five steps.

1. Rewrite the equilibrium system solely in terms of yx, i, k € {A, B}, and the wage ratio

wa/wp.
2. Derive the limits for yg, i, nr as ¢g — 0, and show that limg, .o Us = UA.

3. Show that the Implicit Function Theorem (IFT) applies for all ¢5 > 0 sufficiently small.
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4. Derive the limits of the derivatives of y, xx, ng with respect to ¢, as ¢g — 0.

5. Use these limit values to demonstrate that limy , .o g%;‘ < 0.

A.1.1 Rewriting the Equilibrium System

Let Ry, [z] = Ry [2] /Py, = v}, [2/ L] z denote price-level-normalized gross revenue, and observe that

R [2] =

& = v [/ L] (1= 2y [/ L))

The next lemma permits focusing on a self-contained sub-system of equations that is only a function

of production quantities and the wage ratio.

Lemma 2 In equilibrium,

Ryl ) wi/dp ., &)
FOCk . =k = >0
Ry, ] wy/é; EAL
ZPk LMy [yk] Yr +my [mk] T = ¢k/q)k (27)

L G lye + ] L+ my [w] 2w/ ¢y,
"Ly Crlyi+a] T+my ek ey wi/ép

BP

for k,l € {A, B}, | # k. The five unknowns are ya,Ta,yn,xp, and wp/w4.

Proof Since countries trade for all ¢ € (0,00), we have 24,25 > 0. Hence, FOC¥ in (the analog
of) (4) must be binding, k € {A, B}. However, FOC’?SC may be slack. In that case, y, = 0, and

firms in country k produce only for the export market. Equilibrium is then characterized by:

< ) =
FOCY = Py [yr/ L] (1 — &y [yk/Lk]> S /e, i g > 0
FOCE s Pojla/Li) (1= ey [on/ L)) = wi/ 6

ZP%: Pl [ye/ Ll yk + (1 — 1) P! [/ L] @ = wiCh [y + 4] (28)
LM*:  npCh lyp + x4) = L
BP: ng (1 — 1) Py [z/ Ly o = ng (1 = ry) Py, [/ L] 2

for k,l € {A,B}, | # k. Comparing (28) with (13), we see that: i) the firms’ FOCs have been
added to the system, making explicit—and replacing—the generic optimal quantities gy [Py, w]
and 2y [P, wy]; and i) using (3), prices py, si have been replaced by Pyvj [yi/Li| and P [0],

respectively.
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Next, we eliminate Py, P, and ny in (28) through a series of substitutions. Substituting F OC’;;
and FOCYF into ZP* yields

2P ey b e = wy {1/ @k + (g + @) /i)
k l

Rewriting yields the form of ZP* in the lemma.
Similarly, substituting FOC* and LMP* into BP yields

. Ly, Wi /Py _ L w1 /¢
BP: Crlyr+ak] 1*%;[%/%}@“ = Cilyita] 1=y /T %

which we then solve for Z’j%f to get the form of BP in (27).
Finally, dividing FOC} by FOC. yields FOC*. m

A.1.2 Equilibrium Quantities and U4 as ¢p — 0

Consider the equilibrium system in (27). In the following sequence of lemmas, we calculate the

equilibrium values for y, zx,ny as ¢ — 0, k € {A, B}. We also show that limgy .o Us = Ua.
Lemma 3

lim yp = lim zp =0 .
¢p—0 ¢p—0

Proof Consider ZP? in (27). Taking the limit as ¢z — 0 yields
lim mpyplyp + mazglzp =0.
¢p—0
Since my, [z] > 0 for z > 0, yp and xp must both go to zero as ¢ — 0. =
Lemma 4
lim =94 and lim z4=0.
o0t Y $5—0
Proof In (27), equating FOC#4 with BP and isolating x4 yields

T4 < Lp vy [wp/La] 1 = v, [£4/LB] Calya + 24] N
A= LAV, lya/La] 1 - ev, [Va/La] Cpys + 5] B

Taking the limit as ¢ — O,

« lim talre/Lalzs

1 BtTR
50 L 4 ystrp
o5 op + ¢p

=0.

. L .
lim :UAg—Bx lim

1 —ey [2a/LBl Cy [ya + 4]
¢p—0 Ly ¢p—0

1 —ey, [ya/Lal vylya/La
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Here we have used that the braced factor is finite, since ZP# in (27) guarantees 0 < y4, x4 < 00,
while lim(bBHo xzp = 0 by Lemma 3.

Finally, using limgy , 024 = 0, ZPA implies that limg, .oya =ya. ®

Lemma 5

lim ng =n4 and lim ng < ®glp .
ép— B

Proof Using LM* in (27), as well as limy, oza = limg, .oxp = 0, we find that

. . La . L )
lim ny = lim o—————= lim ————— =1y, and
o5—0 05—0 Calya +xa]  05-0 55 +74/da
. . Lp
Amonp = Mm T areg < ®sls
op e
[ ]
Lemma 6

lim Up=Uy .
¢p—0
Proof Together, Lemmas 3, 4, and 5 imply that

lim Uy [¢B] = lim navy [yA/LA]—i-nBvA [mB/LA]
¢p—0 ¢p—0

= nava[ya/La] + va 0] ¢lim0n3 =navaya/Lal = UA .
B—>

Lemma 7 For ¢g > 0 sufficiently small, yp = 0.

Proof If the inequality in FOC* in (27) is strict, then 3 must be cornered at 0. Combining FOC4
and FOC?®, it therefore suffices to show that, for ¢z > 0 sufficiently small,

Ry [ya] - R [24]
Ry[zp] ~ Ryglys]

(30)

For the RHS of the inequality in (30), observe that

. Rplzal _ Rp[0]
lim =2 =B _1,
o5—0 R ys]  Rig (0]
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while for the LHS,

R R, [y
lim /A[yA] _ ,é[?JA] <1,
o5—0 Ry xp] R, [0]
since R} [] is strictly decreasing. Hence, by continuity, the strict inequality in (30) must hold for

¢p > 0 sufficiently small. m

Lemma 8

Proof From Lemma 7 we know that, for ¢z > 0 sufficiently small, yp = 0. In that case, ZP? in

(27) reduces to
ma [zB]ep = dp/Pp - (31)

Rewriting,
B . 1
¢ Ppmalzp]

From Lemma 3 we know that limy .oz = 0, while m4 [0] = 0. Hence,

Lemma 9
za _ Lpv,[0]Calya]

o500p  La vy [9a/LA] (Ltmalgal) <oo- (32)

Proof For ¢p sufficiently small, yp = 0 (Lemma 7). In that case,
Cplys +2p] = Cplzp) =1/®5 +25/¢5 . (33)

Furthermore, y4 > 0 (Lemma 4). Hence, (29) holds with equality. Substituting (33) into (29) and
dividing by ¢ g yields

za _ Lpvj(rp/Lal 1+ malya] Calya + x4l

05 Laty[ya/Lal 1+ mplea] Lo 44
TB/¢p

Taking the limit as ¢ — 0 and using Lemmas 3, 4, and 8, as well as the fact that my[0] = 0,
yields
, .
lim %A _ L4 [01Ca[ga]

o505 La vjlga/La] (1 +mafgal) <oo.

26



A.1.3 The IFT applies for all ¢5 > 0 sufficiently small

From Lemmas 7 and 4, we know that yp = 0 for ¢ > 0 sufficiently small, while y4 > 0. In that
case, F OC’;3 is slack while F' OC’?;4 is binding. The system in (27) then reduces to

Rylyal  wa/da
rocA . fa _
oc R/A [z 5] wp/p

ZPA  ma [yalya +mplralza = ¢4/Pa
ZpPB . malzplep = ¢p/Pn

gp. LBCa ya+zal L+ malzplas _ wa/da

Ly Cp [Z‘B] 14+mp [iUA] TA wB/¢B ‘

Equating the LHS of FOC4 with that of BP further reduces the system to one that is solely a

function of ya, x4, and zp :

ZPA:mA [yA]yA+mB [xA]xA—ngA/(I)A:O (34)
ZPB i my [zg|zp — ¢5/Pp =0

/
BP: K [1g] Calyatzal  Rulyal _ o

(I+mplzal)za R)y[zB]

where

Lp 14+ my[zp]
K = —
[xB] LA CB [ZEB] rg > 0

It can be easily verified that ZP4, ZPB BP in (34) are continuously differentiable in y4,z 4, and
xp, while we know from Proposition 1 that the system always has a solution. In order to apply the

IFT (see, e.g., Rudin, 1976), it remains to verify that the Jacobian is non-singular.

. B A B . .
Since 85;2 = 851;1; = agmi = 0, the Jacobian of (34) is

azpPA  9zpA 0

dya Oz A
_ oZpPB
OBP OBP OBP
8yA BJSA 8IB
Lemma 10
detJ #0 .
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Proof Straight forward calculation shows that

dot ] — _0zPB (9zPA9BP  0ZP“ OBP
- Oxp 0ya Oxa Ors Oya
Observe that
0ZPB ev,(p/La)  wp Sy (@B/La)

=my [x3]+mf4 [zB]xp >0,

= +
org 1 —Evg(wB/LA) L (1 — . (QTB/LA))Q
va

A A
OZF— > 0 and 2ZE
TA

0ya

where the inequality follows from xzg > 0. Similarly, > (. Furthermore,

OBP _ K [zg] R [yal
dya  da(l+mplzal)za R[]

>0,

where the inequality follows from K [zg], Ry [xp] > 0 and R’) [y4] < 0. Finally,

0BP — Klzp] 0 Calya + x4

0x A Org | (L+mplza])za

(L +mp[za]) (za/da) — Calya+ za] (1 + mp [xa] + mip [va] 34)
(L +mp[za]) 2a)?

= Klzp]

Y

which takes the sign of

(1+mp) (—Fa—ya/da) — Calya+xa]lmpra <0,

Collecting signs,

ozPB ozpPA d9zPA OBP OBP

, , , > 0, and <0.
oxp oy a Ora = Oya an o0x 4

Therefore,

det J = —

dZPB (02PAOBP B dZPAOBP “0
Oxrg Oys Oxa Ora Oya ’

This proves the claim. =

The IFT allows us to implicitly differentiate the system of equilibrium equations for ¢ > 0

sufficiently small, which we undertake in the next section.

A.1.4 Derivatives as ¢ — 0

For future reference, we show
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Lemma 11

2ely [2] = ey [2] (1 ey [ +ey [z])

Yk

Proof Tedious but trivial. m

In the following sequence of lemmas, we study the limits of the derivatives of yi, xr, ni with

respect to ¢g, as ¢g — 0.

Lemma 12

d
lim ara _ lim x—A<oo.
¢p—0dop  ¢p—0 Op

Proof Consider x4 as a function of ¢5. From the definition of a derivative,

dza i zAlk+ h] — x4 K]
doplg,—p h—0  (k+h)—k
Taking the limit as k£ — 0,
lim dx—A = lim ( lim zalk+h] —za K] = lim | lim zalk+h] —aalk]
k=0 dopgly _p k=0 \h—0  (k+h) —k C hs0\k—0  (k+h)—k
— lim A TAl] [h] =z [0] — lim A ]
h—0 h h—0 h

Here we have used the Moore-Osgood Theorem to interchange limits. Finiteness now follows from

Lemma 9. m

Lemma 13
lim A
¢p—0 d¢B

Proof Implicitly differentiating ZP4 in (27) with respect to ¢, we find

(ma[ya] +m/y [yalya) C%; + (mp [ea] + mip [ea] 24) Z@% =0

Recall that limg , .o ya = 4 > 0, whilelimg ,_g24 = 24 =0 =mp [0]. Usinglimy, .o dza/ddp <

oo (Lemma 12), it then follows that

) S . dya
m +m lim —/— =0.
(ma[ga] +m/s [9a] 9a) S g

Therefore, limy, o0 dya/dép =0. =
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Lemma 14

Proof Differentiating (31) with respect to ¢p,

da:B

a0 /P

(mplzp] + mp [zp]aB) =

Isolating dxp/d¢p and writing out mp [zg], my [zB],

1 1 — &y |T L
dep _ 1 vy [z8/La] . (35)
dop  ®p € les/Lal
1—e, [C”B/LA]I% A [z5/LaA]
Using that ng = Lg/ (1/®p + 25/¢p), which follows from LM?® in (27),
. dvp LB%‘% 1—ey, [zp/LaA]
B pr—
dég 2B 4 4p © oy [zp/LaA]
q)B b 1- E/ [:L‘B/LA] LA +6 / [xB/LA]
Reusing (31) and simplifying,
drp Lp (1 A [xB/LAD
"Blgy  @o/Lae, Fn/La (36)

ey wB/Tal 1-s, [o5/Ta] +1

Using Lemma 11, limy o zp = 0, limy, o zp/dp = 00, and &, [0] =&,/ [0] = 0, we find

Lemma 15

lim =—.
¢p—0 TR d¢B 2
Proof From (35),
dpdipg 1 ¢p 1 —ey [ep/Lal
rB d(bB N zp ®p e, [zB/La]

1— EA/ [Z‘B/LA] LA +€ , [.’L'B/LA]
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Using (31) and simplifying,

gf)_BdZL‘B _ 1

rpddg (mB/LA)Ei)jA[fL"B/LA]
o @s/Tal 15, [o5/Ta] +1

Using Lemma 11, limg, o zp = 0, and £, [0] = €,/ [0] = 0, it now follows that

m ——— = ——=—.
pp—0xpddpp 1+1 2
| |
Lemma 16
d L " [0
lim a4 _Lp_ w0l o (37)

¢o5—0dép 94 Vy[a/La]

Proof Recall from LM# in (27) that na = La/Ca[ya + x4]. Differentiating with respect to ¢
yields

dna _ La 1 <dy_A+dx_A>
d¢p  dép)

dopp  C3lya+aalda
Recall from Lemma 13 that limg__odya/dé¢p = 0 and from Lemma 4 that limg, _gza = 0.

Furthermore, jointly, Lemmas 9 and 12 imply that

dza _ Lpv,[0]Calya

lim = - 1+ mgly .
¢p—0dop L vy [9a/L4] ( alia)

Therefore,
. dngy Lp U;x [0]
lim = — - T
$5—0 dop aCa [9a] vl [9a/L 4]

(L+malgal) -

Finally, using that 1/ (¢4Ca [94]) = (1 — &y, [y'A/LA]> /94, which follows from zero profits, we
find the expression in (37). m

Lemma 17

Proof For ¢ sufficiently small, yg = 0 (Lemma 7). LM?® in (27) then reduces to,

Lp
"B = ¢fB

oy +B
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Differentiating with respect to ¢p,

1 dx ¢p dz
dnp __Lp oplp @5 Taby _ o 1" wnds,
do T 9p T 4p $p = *BLB ® 2
B g +rp F+ap gEtup (¢_§+x3
Using (31),
_ $pdzp _ $pdzp
dnp 25 dop _ Lp zp dgg
_— = xBLB 5= T 3 -
dog {(14+mqlzp|)zp} B (14+mylzp])
Hence,
1_ ¢Bdzp
dan I ©5 ddp
—ip=Lp——m"— .
dop (1+ma [zB])?
¢p drp

Finally, using limg, .o e = %, limg, .oxp/¢p = oo, and limg, ,ozp = 0 = mA[0], from

Lemmas 15, 8, 3, respectively, we find that

] dnBa: 1-— % LB
im —apg = = —=
op—0dog 0 P2 T 2
| |
A.1.5 Signing limy,_.odUa/d¢p
Lemma 18

lim % <0

¢5—0 dpp

Proof Utility in country A is

Ua =navalya/Lal +npvalzp/Lal .

Differentiating with respect to ¢g yields

dUsy dngy , 1 dys dnp , 1 dxp
—— = —vaya/Lal + navy lya/Lal =——=——+ ——valx/La|] + npvy |xB/LA| ———,
T = T lua/Lal + vl lua /Ll 7= + S5 on/ Ll + naiy o/ La) - 152
which we can write as
dna , 1 dya xpdnpuvalzp/Lal , 1 dxp
— La|l 4+ nav Ly —— +— +npvy e/ Lol ——— .
Using limg, oxp = limg, odya/dpp = v4[0] = 0 (Lemmas 3 and 13), limg, o %a@ =

limg, o ntﬁfg = LTB (Lemmas 17 and 14), lim, g v [2] /z = v’ [0], and the expression for limg , o ngg
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in (37) yields

. dUA LB UA [0] LB , 1 LB ’
lim = — Lal+0+ 3 ===, [0
o5—0 Ao ya vy [yA/LA] valpa/Lal 2L4 2L, A 0]

= —L_BvAi[O] 22}/ i _; Lp o
T Lacu(pa/la] | La™ 0= (1 Eva [QA/LA]> La' alo] <0

401+

where the inequality follows from e,, [y4/La] <1 (Lemma 1). m
Together, Lemmas 6 and 18 imply Theorem 1 |
A.2 Proof of Proposition 2

A.2.1 Equilibrium under CES

Lemma 19 Under symmetric CES utility, equilibrium is given by

4 1—pl+Gdy AT T 51+ G
p G ¢p P 1 ¢B

= £ = TB g
yB 1-p1+Gag "I ,11Gop

na = (1—p)La®s andnp =(1—-p)LpPp

1-p

1
where G = (LA>p (g—i) i ﬁ—i.

Proof Infinite marginal utility at zero implies that ya,x4,yB,zp are strictly positive in equilib-

rium. Hence, all FOCs must hold with equality. The equilibrium system (27) then reduces to

Foc: 22 95
YA TA
ﬂ ba P ¢B
7P, — P 24 g __P %8
k:Yat+Ta (I)Aan Y+ Tp = [y
BP- LB¢A/‘1>A+?JA+$A$B ¢_A<$_B>1_p
Lsdp/®+ys+rBT4 5B

Solving the system is straightforward. m

A.2.2 ¢ — 0 under CES

Lemma 19 implies
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Corollary 1 Under symmetric CES,

lim y4 = 94 and lim z4 =0
¢B—>0y Y ¢p—0

lim yg = 0 and lim 2 =0
¢p—0 ¢p—0

Lemma 20 Under symmetric CES,

lim dy—A = —oo= lim —dPA and lim —dxA = 00
¢p—0dop ¢p—0dop ¢p—0dop
. dyp . TB p 1
lim -— = Oand lim — = ———
¢p—0 d¢B ¢p—0 d¢B 1 —p(pB
dny  dnp  dpa 0
dép dop  dop

Proof Trivial. m

Lemma 21 Under symmetric CES,

Proof Straight forward calculations show that

po_L oa1 p 1 én 1

p p
Ua = "A<1—p1+Gq>_ALA> +”B<1—p1+G<1>BLA>

(&) o (5) ey ()

Hence,
p—1 p p 1\”
dog dp dp Dy i) 1+G 1+ G1l—pLy
where

1—p

G <LB>% <<1>B> 1
dop La Dy ba
Taking limits,

i YA _ ) <L>l_pi_n <¢_A>p dG ( p L)”_OO
om0 gy B\limg, 005) @5 4\®4) dop [P\1-1pTa
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B Letting &5 — 0

Define
e 1= sup{z € [0,00] ey [2] < 1} € (0,00]
and observe that

—1 .
E”;c [1] > Yk -

With slight abuse of notation, let &4 denote the unique solution to

mpralra=da/Pa .

Observe that & 4 exists, is independent of 5 and bounded.
In the following sequence of lemmas, we calculate the equilibrium values for yg, xx, ng as @ — 0,

k € {A, B}, and show that limg, o Us = Ua.
Lemma 22 y4 € [0,94] and x4 € [0,24]. Hence, ya and x4 remain bounded as g — 0.

Proof The claims follow immediately from lim,_,, my [2] 2 = co and

ZPy:malyalya+mplralza = ¢,/Pa .

Lemma 23 limg, .0ya = ya and limg, .0za =0 .
Proof In (27), equating FOC# with BP and isolating x4 yields

o< 2B Lp vy [zp/La)l = €u, [£a/LB] Colys + x4]
T Lavylya/Lal 1 —ey, [ya/La] Cplyp + 28] B

Taking the limit as &5 — 0,

L
lim 24 < L—B x lim { (38)

L e, wa/Lpl Calya+aal | lim Y [:BB/ Lalzs
CI?'BHO A @BHO ‘I’BHO

1- 2N [yA/LA] Uﬁ4 [yA/LA] _|_ qu;:B

The braced factor is finite, since Lemma 22 guarantees that 0 < y4 < ya and 0 < x4 < Z4.

If limg,, .oz < 00, then the last factor goes to zero as ®p — 0. Hence, limg, oxa = 0. If
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limg .0 zp = 00, then write (38) as

L 1_6’[1/ T A L / L
lim x4 < 72 x lim wATLE Calya kol | valon/Tal
Pp—0 LA Pp—0 1—61,14 [yA/LA] Uy [yA/LA] dp—0 1 5—1—1
zpdp oB
1 — &, | L / L
< L_B>< li UB[ A/ B] C,?[yA+$A] % lim Q)A[ZL‘?/ A] :07
La @50 | 1—ey [ya/La]l v)[ya/La] op—0 L

1 : :
where we have used that 1) ﬁ + I’;‘;B > t; 2) limg ;0 xp = 00, and 3) lim,_, v}, [2] = 0.

Finally, using limg, 024 = 0, ZpA implies that lime, oya = y4. W

Lemma 24 1) limg, .ona =na; 2) lime, onp =0; and 3) limg,_onpva [tp/La] =0

Proof Observe

La
LMA :naCalya+ a4l =La == np=——o—— .
lva+ @ Calva +2a]
Using Lemma 23,
lim ny = lim La = LA_ =N4 .
B0 250 Ca [ya + z 4] Ca [y4]
Next,
B Lp
LM :nBCB[yB+ZL‘B]:LB<:>nB= 1 EETE
35 T Y,
Hence,
lim ng = lim Lp m Q—O
B— 5—0 g 4 UBETE — gp0 %
Finally, since ng = ERTREITE
ep ¢B

Lpvg [xp/Lal
1 . yptw
Q)B + B¢B B

npva [zp/Lal =

If limg, .o xp < 00, then the expression goes to zero as ®p — 0. If limg,_.0xp = oo, then we

write
L L L L L
lim npvg[zg/La] = lim —?UA [xl;ix;] = lim qS]j; BUA |75/ LAl < ¢pLlp lim PATB] A 25/ LAl .
@p5—0 ®p—0 5 + 3;@3 ®p—0 ﬁ +yp+ B ®p—0 TB
Using Hopital’s rule, this is equal to
d:cB
Lg . Valrs/Lal 355 Lg .
¢BLA <1>Elgo g_;& 5 L @éﬁovf‘ wp/La]
B
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Lemma 25 lime, .0Uas = UA .

Proof Together, Lemmas 3, 4, and 5 imply that

lim Ugapg] = lim nava|ya/La]l+ lim npvalxp/La)l =navalya/La) = Uy .
dp—0 dp—0 dp—0

.

. 1 . i
Lemma 26 limg, .oyp = € 1] orlimg, oz = €,

Proof The claim follows immediately from
ZPB .mp [yB] Yy +my [.’L‘B] rp = (pB/(I)B s

where the RHS — 0o as &5 — 0. =

Lemma 27 limg, .oxp = 5;,1 1] .
A

Proof Iflimg , .0 yB # 5;,1 [1], then the result follows immediately from Lemma 26. If limg , 0 yp =
B
6;,1 [1] > 0, then yp > 0 for small ®5. In that case, FOCP must hold with equality. Since
B

limg, 0ya = ya > 0, we have y4 > 0 for ®p sufficiently small, meaning that F OC4 also holds
with equality. Equating FOCAwith FOCP then yields

R lya] Rplza] Ry [zp]  R)[ya]
Ry vs]  Rylys)  Rylysl  Ryleal

(39)

Now suppose, by contradiction, that lime, .o zp # 5;,1 [1]. Then
B

Ryfes] 7] (1-a |

2 Rylgal _ . Balyal
250 Ryl  @®5—0 vy [y%] (1 A [%%D

R0 @50 Rig[za]’

which contradicts (39). Hence, also in this case, limg, 025 = 5;,1 [1]. m
A
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Output —

B Lgp - Lp -

Figure 5: The figure depicts firm-level outputs (left panel), the number of firms (middle panel) and
utility (right panel) as a function of population size Lp. Preferences are as in the main example in
Section 3.1. .

C Example: Letting Ly — 0

Figure 5 depicts per-firm output levels, the number of firms, and utility as a function of Lg.
Productivity in A is slightly different from B (¢4 = 1 < ¢ = 10/9), so that differences between
yr and x; can be perceived. Other model parameters and preferences are as in the main example
of Section 3.1.

Figure 5 suggests that the effects from L p rising above zero are similar to those from an increase
in ®p. The drop in P4 (not shown) associated with the fall in y4 is welfare enhancing, while the
decline in zp is inconsequential, since no spending occurred. Here, limz,, .oxp > 9a, because
op/Pp > ¢4/Pa. Hence, the welfare effect of exchanging domestic varieties for foreign varieties
is negative. Still, free and costless trade trumps autarky for small Lg. Furthermore, despite the

potential ambiguity, we have yet to find an example where country A loses from trade.
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